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Barlow, 1981; Legge, Kersten, & Burgess, 1987; Pelli, 1991; Dosher &
Lu, 1998, 1999). In these studies the contrast thresholds for performing
a certain visual task are measured with the target stimuli presented in
external noise of various contrasts. The contrast threshold plotted
against the noise contrast in log-log axes is called a threshold vs. noise





observers with Vernier thresholds measured at all five levels of noise
contrasts in pre- and post-training sessions (Fig. 3a). Like in Fig. 2,
training improved Vernier thresholds at zero noise by 27.4 ± 5.2%
(t = 5.28, df = 6, p = .002) and the highest noise by 26.9 ± 7.2%
(t = 3.74, df = 6, p = .010) at the training location (Fig. 3b). At the
untrained diagonal location, training did not change Vernier perfor-
mance significantly at zero noise (15.6 ± 7.2%, t = 2.16, df = 6,
p = .074) because of large individual differences, but it improved the
performance at the highest noise (22.0 ± 5.8%, t = 3.77, df = 6,

p = .009) (Fig. 3b).
We first fitted the pre-training TvC functions to find the best values

of the three model parameters (Fig. 3c). For post-training functions,
because there was no training at high noise, we assumed that the
parameter r, which indicated the effects of high noise, would not
change. Thus we fixed r at the pre-training value and let k and Ni vary
(Fig. 3c, smooth curves). The fitting results indicated increased k at the
training location (t = 2.48, df = 6, p = .047), which suggested im-
proved sampling efficiency in a linear amplifier model or a combination
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of internal noise reduction and external noise exclusion in a perceptual
template model. However, there was no significant change of k at the
untrained location (t = 1.75, df = 6, p = .130) because of the large
error bars. Data fitting also indicated no significant changes of Ni at the
training location (t = 1.12, df = 6, p = .30) and the transfer location
(t = 0.33, df = 6, p = .75). These results together suggested that Ver-
nier training with pretests at all noise contrasts failed to change the TvC
functions significantly at the untrained transfer location. On the other
hand, some observers did show more transfer e



between physically distinct stimuli (i.e., between grating and sym-
metry-axis defined orientations and between first- and second-order
motion signals) that are initially encoded by different neural substrates
and discriminated at very different threshold ranges. We thus con-
cluded that perceptual learning may operate at an abstract conceptual
level (Wang et al., 2016). In this sense, perceptual learning may result
from better matching the trained stimulus feature to a feature concept
(i.e., matching an oriented line to an orientation concept) in the context
of the two-component model. Or learning may result from some

conceptual processes that not only reduce internal noises but also ex-
clude external noises in the context of the Dosher and Lu model.

In this study we relied on both the linear amplifier model and the
more complex Dosher and Lu model to interpret the TvC function
changes after double training. Compared to the linear amplifier model,
the Dosher and Lu model includes additional components of multi-
plicative internal noise and nonlinearities. As stated, it is able to give a
consistent account of the data at multiple accuracy levels (Dosher & Lu,
1998, 1999), in contrast to the linear amplifier model that requires
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different parameter values for internal noise and efficiency. Our model
is more like a simplified Dosher and Lu model because it also contains a
parameter to simulate the extra high noise masking effects, likely
caused by multiplicative internal noise. We were not able to apply the
full Dosher and Lu model, which, with more parameters, would require
pretesting at more noise contrast levels. That kind of extensive pre-
testing could be equivalent to double training by itself, making further
training unnecessary.

In the second baseline group in which the Vernier thresholds were
pretested at all five noise contrasts (Fig. 3), the results were mixed: The
vertical downshift of the TvC function (i.e., change of parameter k) at
the transfer location was not significant, but with large individual dif-
ferences. Some observers did show more transfer effects, which was not
the case when pretesting was performed only at two noise contrasts
(Fig. 2). Therefore, extra pre-training trials in Fig. 3 could have caused
some double-training effects in some observers. In later double training
experiments (Figs. 4 and 5), significant downshifts of TvC functions
were evident at the transfer location, which may reflect combined
double training effects from pre-training at all noise contrasts as well as
training of the secondary orientation task. It is difficult to separate the
contributions of these two double-training effects, but it is clear that
their combined impact leads to the vertical downshift of the TvC
functions. This is because the all-contrast pre-training and the sec-
ondary orientation training could not produce the downshifts by their
own, as evidenced in the control experiment (Fig. 6).
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