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Abstract
Subsecond temporal processing is crucial for activities requiring precise timing. Here, we investi-

gated perceptual learning of crossmodal (auditory–visual or visual–auditory) temporal interval dis-

crimination (TID) and its impacts on unimodal (visual or auditory) TID performance. The research

purpose was to test whether learning is based on a more abstract and conceptual representation

of subsecond time, which would predict crossmodal to unimodal learning transfer. The experi-

ments revealed that learning to discriminate a 200-ms crossmodal temporal interval, defined by

a pair of visual and auditory stimuli, significantly reduced crossmodal TID thresholds. Moreover,

the crossmodal TID training also minimized unimodal TID thresholds with a pair of visual or audi-

tory stimuli at the same interval, even if crossmodal TID thresholds are multiple times higher than

unimodal TID thresholds. Subsequent training on unimodal TID failed to reduce unimodal TID

thresholds further. These results indicate that learning of high-threshold crossmodal TID tasks

can benefit low-threshold unimodal temporal processing, which may be achieved through train-

ing-induced improvement of a conceptual representation of subsecond time in the brain.
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Subsecond temporal processing plays a crucial role in understanding dynamic events like speech
and music. Numerous studies have demonstrated that training can improve performance



Methods

Participants and Apparatus
Thirty-one college students, including 9 males and 22 females, with an average age of 21.9 years,
participated in this study. These participants had normal or corrected-to-normal vision and normal
hearing, with pure-tone thresholds of 20 dB hearing level or less across 0.5–6 kHz. They had no
prior exposure to visual psychophysical or psychoacoustic experiments and were unaware of the
study’s purpose. Prior to data collection, all participants provided informed consent. The research
protocol received approval from the Peking University Institutional Review Board and was con-
ducted in compliance with the Code of Ethics outlined by the World Medical Association’s
Declaration of Helsinki.

The experiments took place in a soundproof booth, and the stimuli were generated using a
Matlab-based software Psychtoolbox-3 (Pelli, 1997). The participants were presented with audi-
tory stimuli through Sennheiser HD-499 headphones, while visual stimuli were displayed on a
24.5-in. Acer XN253Q LCD monitor. The monitor had a resolution of 1,920 pixels× 1,080
pixels and a refresh rate of 240 Hz. The monitor was calibrated using an 8-bit look-up table,
resulting in a mean luminance of 43.5 cd/m2. A chin-and-head rest was used to support the par-
ticipant’s head.

Stimuli and Procedures
The visual TID stimuli consisted of two 15-ms Gabor gratings separated by a 200-ms interval
(V–V in Figure 1a). Each Gabor grating had a fixed orientation of 0°, a spatial frequency of



stimuli, a visual stimulus (the same 15-ms Gabor grating) was followed by an auditory stimulus (the
same 15-ms tone pip) or vice versa (V–A or A–V in Figure 1). These crossmodal stimuli were also



represented a comparison interval of 200 ms+Δt (where Δt represented a variable duration).
Participants were instructed to indicate whether the first or second pair of stimuli had a longer inter-
val by pressing the corresponding left or right arrow key on a computer keyboard. Following each
response, the screen would display a happy or sad cartoon face, feedbacking whether the response
was correct or incorrect. A blank screen would then appear for a random period ranging from 500 to
1000 ms before the next trial started.

The TID thresholds were measured with a staircase procedure. In each staircase, the initial dif-
ference (Δt) was 100 ms for unimodal TID trials or 160 ms for crossmodal TID trials, which was
updated following a three-down one-up rule for a converging accuracy of 79.4%. The step size was
0.05 log units. Each staircase ended after 60 trials. The threshold was calculated as the mean of the
last six reversals or all reversals if fewer than six reversals were observed. The participants practiced
20 trials before starting the experiment formally.

Two experiments were conducted to investigate the crossmodal to unimodal transfer of TID
learning. Experiment I assessed the transfer of crossmodal TID learning to visual TID with the tem-
poral interval fixed at 200 ms (Figure 2), while Experiment II assessed the transfer of crossmodal
TID learning to auditory TID, also at a 200 ms interval (Figure 3). Each experiment spanned 10
daily sessions (Figure 1c), with a maximum of 2 days between each session. An experiment

Figure 3. Transfer of crossmodal auditory–visual TID learning to unimodal auditory TID. Upper panels: The

average A–V TID learning curve (left), the average A–A TID thresholds before and after A–V TID learning and

with extra direct A–A TID training (middle), and a summary of individual and average percentage

improvements (right). Lower panels: Individual data.
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consisted of a pretraining session on the fi





TID tasks. Therefore, learning cannot be directly mapped from crossmodal TID to unimodal TID,
which excludes the possibility that the learning transfer is directly based on putative distributed
timing mechanisms handling crossmodal time information. For the same reason of precision differ-
ences, enhanced attention or memory of temporal intervals resulting from crossmodal TID training
cannot account for full crossmodal to unimodal learning transfer either. Furthermore, the transfer
of learning cannot be attributed to the improvement of generalized decision-making strategies, as
TID learning is task-specific and does not transfer to unrelated tasks like tone frequency discrimin-
ation (Xiong et al., 2022). Instead, it can be inferred that certain more fundamental knowledge of tem-
poral information, irrespective of whether it is crossmodal or unimodal, is improved through the
crossmodal TID training. This conclusion is consistent with, and thus offers further support to our
proposition that TID training improves an abstract and conceptual representation of subsecond
time (Guan et al., 2024; Xiong et al., 2022).

It is important to recognize that a conceptual representation of subsecond does not necessarily
equate to a dedicated centralized clock. While a dedicated centralized clock measures exact time,
a conceptual representation of time is incapable of doing so since the time information is
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