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Abstract Research on multisensory interactions has

shown that the perceived timing of a visual event can be

can shift the transitional threshold for visual apparent

motion (Experiments 1 and 3). However, such effects were

not evident with single-sound configurations (Experiment

2). A further experiment (Experiment 4) provided evidence

that time interval information is an important factor for

crossmodal interaction of audiovisual Ternus effect. The

auditory interval was perceived as longer than the same

physical visual interval in the sub-second range. Further-

more, the perceived audiovisual interval could be predicted

by optimal integration of the visual and auditory intervals.

Keywords Time perception � Vision � Audition �
Temporal ventriloquism effect � Ternus display

Introduction

Most events we perceive in everyday life consist of

simultaneous inputs from different sensory modalities. For

example, when knocking at the door, we immediately

perceive a sound coupled with a touch feedback. By inte-

grating different sources of sensory information, our brain

can achieve accurate representations of the environment

(Calvert et al. 2004). However, when different modalities

convey inconsistent information, perception is usually

biased toward one modality—this has been referred to as

modality dominance. For example, a sound source is often

localized (or ‘captured’) toward the location of a light flash

which is presented simultaneously at some distance to the

sound. This effect is known as ‘ventriloquism effect’

(Bermant and Welch 1976; Bertelson and Radeau 1981;

Howard and Templeton 1966; Radeau and Bertelson 1987).

A wealth of literature on multisensory integration has

demonstrated phenomena of modality dominance in the

spatial domain, with vision being dominant in most cases

(Pick et al. 1969; Posner et al. 1976; Soto-Faraco and

Kingstone 2004; Welch and Warren 1980, 1986). Besides

the classical ventriloquism effect of vision ‘capturing’

sound, the reversed ventriloquism effect has also been

observed when the visual location information was poor

(Alais and Burr 2004). Recently, probability-based models,

such as Bayesian integration models, have been proposed

to provide quantitative accounts of the spatial ventrilo-

quism effect (Alais and Burr 2004; Battaglia et al. 2003).

Interestingly, multisensory interactions also occur in the

temporal domain. For instance, the perceived occurrence ofZ. Shi (&) � L. Chen � H. J. Müller
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a visual event can be biased by an irrelevant and slightly

asynchronous auditory stimulus (Fendrich and Corballis

2001; Morein-Zamir et al. 2003; Scheier et al. 1999;

Shimojo et al. 2001). For example, Scheier et al. (1999);

see also Morein-Zamir et al. 2003) demonstrated that when

two sounds were presented, one slightly before a first flash

and the other shortly after a second flash, the sounds

attracted the temporal occurrence of the lights, thus

improving the visual temporal resolution (i.e., the just

noticeable difference, JND). In contrast, when two sounds

were inserted in between two light flashes, the visual

temporal resolution became worse (Scheier et al. 1999).

This phenomenon, referred to as ‘temporal ventriloquism

effect’ (Morein-Zamir et al. 2003), has elicited a great deal

of interest in multisensory interaction research. It has been

proposed that the temporal ventriloquism effect is related

to the modality appropriateness or modality precision

(Welch and Warren 1980, 1986). On this hypothesis, the

sensory modality with the highest acuity may outweigh the

others, so that, for example, audition with its high temporal

resolution may dominate temporal perception.

The spatial and temporal constraints on the temporal

ventriloquism effect were investigated in a number of

follow-up studies (Bruns and Getzmann 2008; Freeman

and Driver 2008; Getzmann 2007; Jaekl and Harris 2007;

Keetels et al. 2007; Vroomen and Keetels 2006). As there

was little influence of the relative spatial positions of the

auditory and visual stimuli on the temporal ventriloquism

effect (Bruns and Getzmann 2008; Vroomen and Keetels

2006), other studies turned to examining the influence of

the temporal configuration on the effect. For example,

Morein-Zamir et al. (2003) found that the temporal rela-

tionship of audiovisual events was important: with two

sounds presented before and, respectively, after the two

visual stimuli, the temporal ventriloquism effect occurred

only when the second sound was trailing the second light

within a range of 200 ms; and with two sounds presented in

between the two visual stimuli, a temporal ventriloquism

effect was observed only when the sounds were separated

by 16 ms. Furthermore, several studies have shown that a

single sound leaves temporal-order judgment (TOJ) per-

formance uninfluenced (Morein-Zamir et al. 2003; Scheier

et al. 1999; Shimojo et al. 2001). This has been taken to

suggest that two sounds are required, one paired directly

with each visual event, for the audiovisual stimuli to be

perceived as a unitary event (Morein-Zamir et al. 2003;

Welch 1999). Similar results have also been reported for

the audiovisual apparent-motion paradigm (Bruns and

Getzmann 2008; Freeman and Driver 2008; Getzmann

2007). For example, a temporal ventriloquism effect has

been observed in an ambiguous bidirectional visual

apparent-motion stream by introducing auditory beeps

slightly lagging or leading the flashes (Freeman and Driver

2008). More recently, intramodal perceptual grouping has

been shown to be an important factor in crossmodal inte-

gration (Sanabria et al. 2004; Vroomen and de Gelder

2004; Keetels et al. 2007; see reviews, Spence et al. 2007;

Spence 2007). Intramodal grouping may segregate differ-

ent sensory events from one another, thus weakening the

crossmodal interaction. For example, using a sequence of

sounds, Keetels et al. (2007) found the temporal ventrilo-

quism effect to be diminished when the two target sounds

(paired with visual targets) had the same frequency or

rhythm as other flanker sounds.

Despite the empirical evidence reviewed above, the

influence of sound structure on the temporal ventriloquism

effect has thus far received only little attention in the lit-

erature. Arguably, however, to achieve an understanding of

the mechanisms underlying the temporal ventriloquism

effect, it is critical to examine crossmodal time percep-

tion—in particular, the perceived onset/offset time versus

the perceived time interval of the events in the target and

distractor modalities. Onset/offset time and time interval

relate to the two fundamental concepts in time perception:

succession and duration (Fraisse 1984). In most of the

aforementioned studies, the temporal ventriloquism effects

were implicitly assumed to be due to the visual events

being captured by the accompanying auditory events at

marked points (e.g., onsets or offsets) in time (temporal-

marker hypothesis). To date, it is still unknown how the

time interval of events in the distractor modality influences

the temporal ventriloquism effect. If the onset or offset of a

sound is the major factor determining the crossmodal

interaction, a temporal ventriloquism effect should also be

observable under single-sound conditions. Alternatively, as



one common dot at the center. When the spatial configu-



were controlled via the monitor’s vertical synchronization

pulse.

Design and procedure

Prior to the experiment, participants were shown demos of

‘element motion’ and ‘group motion’ and then performed a

block of trials for practice. A trial started with a fixation

cross presented at display center for 300 ms. Next, a blank

display was shown for a random duration of 500–700 ms.

This was then followed by the first visual stimulus frame

which was presented for 30 ms. After a variable ISOI (80,

110, 140, 170, 200, 230, 260, 290, or 320 ms), the second

visual stimulus frame was presented, also for 30 ms. The

two visual frames shared one common element, located at

the center of the display. The location of the other, outer

element of the first frame, either to the left or to the right of

the shared element, was always opposite to the outer ele-

ment of the second frame (Fig. 2a). Each visual frame was

accompanied by one brief, 30-ms sound. There were three

different conditions of audiovisual interval (Fig. 2b): In

condition 1, the first sound preceded the first visual frame

and the second sound trailed the second visual frame by



synchronous sounds and less likely with inner sounds

compared to synchronous sounds. Both (outer and inner

sounds) conditions produced the classical temporal ven-



Participants

The same ten participants who had taken part in Experi-

ment 1 also participated in Experiment 2. Five participants

performed Experiment 2 on day 1 and Experiment 1 on day

2, and vice versa for the other five participants—thus

counterbalancing potential practice effects across the two

experiments.

Design and procedure



In any case, compared to the TVEs obtained with the two-

sound configurations in Experiment 1, TVEs by single

sounds are relatively weak and significant only with a sound

trailing the second visual frame. Even comparing the tran-

sition thresholds between the preceding- and trailing-sound

conditions, the differences are merely 7.3 and 9.4 ms for

Experiments 2a and 2b, respectively. Note that, compared

with Experiment 1, all settings were the same except that one

sound was removed. In addition, in Experiment 2, the addi-

tive (classical TVE) effect of the sound preceding the first

visual frame plus that trailing the second visual frame was

only -9.6 ms, which is much smaller than the TVE (of

-30.8 ms) in the outer-sounds condition of Experiment 1.

Similarly, the additive effect of two individual ‘inner sounds’

was 7.2 ms, which is also smaller than the TVE (of 18.1 ms)

in the inner-sounds condition of Experiment 1. This suggests

that the effects obtained with single sounds in Experiment 2

cannot fully explain the temporal ventriloquism effect, based

only on the influence of the sounds’ onsets (i.e., temporal

markers). Previous attempts to account for the weak or

absent TVE with single-sound configurations have been in

terms of a violation of the fundamental ‘assumption of unity’

(Morein-Zamir et al. 2003; Welch 1999). On this assump-

tion, two separate multisensory events which share physical

properties (e.g., both involving a visual component associ-

ated with an auditory component) are more likely considered

as originating from the same source. Alternatively, if two

sensory modalities are experienced by the observers as sig-

naling disparate events (e.g., if one of the two events involves

only one modality), the crossmodal interaction is less likely

to happen (Welch 1999). Consequently, in single-sound

conditions, two events with different physical properties

(one involving audiovisual and the other visual stimuli only)

weaken the attribution of a common cause and, therefore, the

crossmodal temporal interaction. However, besides a viola-

tion of the ‘assumption of unity,’ an alternative account for

the weak TVE in Experiment 2 could be the lack of an inter-

sound interval (with single-sound configurations).

Experiment 3

One possible way to disentangle the role of temporal

markers from that of time interval without violating the

‘assumption of unity’ is to keep the onsets of the audio-

visual events physically the same, while making the

perceived intervals different. To realize such a situation,

in Experiment 3, synchronous audiovisual events (with

sound onset occurring simultaneously with visual frame

onset) were used. The rational for this is as follows. There

is ample evidence from studies of audiovisual time

judgments that the interval between two auditory stimuli

appears longer than that between two visual stimuli, even

if the auditory and visual stimuli are presented simulta-

neously (Goldstone and Lhamon 1974; Walker and Scott

1981; Wearden et al. 1998). If the inter-sound interval

plays a (critical) role in audiovisual temporal interactions,

one would expect that the transition threshold (from ele-

ment to group motion) in visual Ternus displays would be

lowered by the inter-sound interval in the synchronous

audiovisual condition, compared with the unimodal

(visual-display-only) condition. By contrast, the hypothe-

sis of temporal-marker capture would predict that the

transition threshold would remain the same for both







are listed in Table 2. The mean weight of the auditory

interval (xa) was 0.717, which was substantially higher

than that for the visual interval (xv = 0.283). More inter-

estingly, the predicted PSEs were very close to the PSEs

estimated from the empirical data.

The results of Experiment 4b go beyond the merely

qualitative modality precision hypothesis: using the

Bayesian model, the subjective audiovisual interval could

be quantitatively predicted from the weighted integration

of the auditory and visual intervals. Taken together with

Experiment 3, the results provide further support for the

hypothesis that synchronous auditory stimuli expand the

(estimated) interval between visual stimuli. Consequently,

one can conclude that the audiovisual synchronous pre-

sentation shifted the visual apparent-motion percept (in

Experiment 3) toward group motion, thus decreasing the

transition threshold. The results could also provide a

coherent explanation for the findings of Experiment 1, that

is, the influence of the auditory on the visual interval

(which was demonstrated in Experiment 4) can also

explain the shifts of the apparent-motion threshold in

Experiment 1.

A second important prediction of optimal combination

of auditory and visual information is that the variance of

the combined estimate will be smaller than either indi-



by providing the same paired (audiovisual) features in all

events (fulfilling the ‘assumption of unity’), crossmodal

temporal integration becomes possible (Getzmann 2007;

Morein-Zamir et al. 2003; Welch 1999). However, besides

the imbalance in features, the auditory interval is also

missing in single-sound conditions. Experiments 3 and 4

revealed that it is the audiovisual time interval, rather than

the temporal event markers, that critically determines the

audiovisual apparent motion. Since the onsets of the

auditory and visual stimuli were the same in the audiovi-

sual synchronous condition, the temporal-marker hypoth-

esis and the notion of audiovisual pairing alone are not

sufficient to explain the threshold shift of the apparent

motion. Studies of crossmodal time perception have shown

that perceived inter-stimulus intervals are not equal in the

various modalities. For example, auditory intervals/dura-

tions are typically perceived as longer than visual intervals/

durations with intervals/durations in the range of seconds

(Goldstone and Lhamon 1974; Walker and Scott 1981). A

recent study of vibro-tactile and visual asynchronies

reported that empty tactile intervals were also perceived as

longer than visual intervals (van Erp and Werkhoven

2004). To explain the asymmetric interval perception

among sensory modalities, it has been proposed that the

respective internal pacemakers run at different speeds

(Wearden 2006): the internal clock runs faster in modalities

with higher temporal precision, so that there are more

‘clock ticks’ accumulating for stimuli defined in these

modalities compared to others (with the number of clicks

determining the lengths of perceived intervals). Experiment

4a revealed a similar result, namely, that the auditory

interval is perceived as longer than the same visual interval

at the sub-second level. Experiment 4b further suggested

that the perceived audiovisual interval is integrated from
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